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Abstract— Different contacts between objects afford different
interactions between them. For example, while contacts below
an object can provide support, contacts on opposing sides can
be used for pinching. Hence, a robot can learn to predict which
interactions are currently afforded based on the set of contacts.

However, representing sets of contacts is not trivial, as the
number of contacts is not fixed nor are the contacts ordered.
In this paper, we compare different methods for representing
contacts, including bag-of-features, probability product kernels,
and random forests. These approaches model the distribution
over the contacts without relying on task-specific features. The
methods were evaluated on both simulated grasping data, as
well as real robot grasps. The random forest and the normalized
expected likelihood kernel approaches achieved the highest
accuracies for the simulated experiments. In the case of the real
robot data, the more robust exponential x> and Bhattacharyya
kernels achieved higher accuracies.

I. INTRODUCTION

In order to perform a wide range of manipulations, a robot
needs to be able to learn when certain interactions between
objects occur. For example, the robot may need to learn
when its hand is placed such that it can push an object,
or when one object is being supported by another. Many
interactions between objects are based on direct physical
contacts. The set of afforded interactions between the two
objects is determined by these contacts. A robot can learn to
predict the potential interactions between objects based on
their contacts.

However, representing sets of contacts is not trivial.
Contacts are not ordered, nor is the number of contacts
constant across different situations. Therefore, it is difficult to
establish a one-to-one relationship between contacts across
different situations. Instead of considering individual con-
tacts, one could alternatively consider the distribution over
the contacts. In this manner, the robot could first learn a
model of the contact distribution, and then employ machine
learning methods for classifying the distributions in order to
predict object interactions.

In this paper, we present a comparison of different meth-
ods for predicting object interactions from contact distribu-
tions. We formalize the problem of predicting interactions
between objects as classifying sets of contacts. The methods
were evaluated in a simulated grasping experiment, similar
to the one proposed in [7], as well as a real robot grasping
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Fig. 1. Example grasps used to create the robot grasp dataset. The robot
is equipped with a ReFlex hand, with tactile sensors along the finger pads
and palm [26]. The robot uses the tactile data to estimate the set of contact
points and normals before lifting, in order to predict the quality of the grasp.

experiment, in which the robot tries to predict the success
of the specific interaction of grasping and lifting an object.
Three different types of methods for representing the grasps
were compared in our evaluations.

The first type is a bag-of-features approach, which was
inspired by the work of Dang and Allen [7]. In this approach,
the contact distribution is represented using a dictionary of
prototypical contacts, which is learned using k-means clus-
tering. The resulting representation has a similar form to a
histogram. We therefore also evaluated using an exponential
x? kernel between the histograms.

The second type of approach is based on probability
product kernels [14], and was inspired by the work of
Kroemer and Peters [18]. This approach uses a continuous
density estimate to represent the contact distribution, and
then computes a kernel between these densities. We evaluated
two kernels for representing the contacts: the Bhattacharyya
kernel and the normalized expected likelihood kernel.

The third type of approach is based on random forests [4].
Random trees learn to partition the input space and classify
samples accordingly. In this manner, random trees directly
combine feature learning with classification. We employ a
version of the random forests that can handle sets of contacts,
by using tests with two stges. The first stage selects a region



of the space of contacts, and the second stage tests the
proportion of contacts that fall within this region.

The remainder of this section formalizes the problem of
predicting interactions from contacts and discusses related
work. The different methods are described in Section II. The
simulated and real robot evaluations, are given in Section III.

A. Problem Statement

From a machine learning perspective, we can consider the
problem of predicting object interactions from contacts as
a classification problem. However, rather than classifying
a single element, the robot has to classify a set of ele-
ments. We refer to a group of elements as a sample. The
ith sample X, consists of n; unordered elements X; =
{xi1,@i2, ..., Tin, }, where each element is defined in a d
dimensional space « € R?. Each sample also corresponds
to a binary label Y; € {0,1}, which indicates the class of
the sample. These labels are known for the training data, but
need to be predicted for the test data.

For predicting interactions from contacts, the elements
correspond to contacts and the samples correspond to grasps.
In our experiments, we represent contacts using a d = 6
dimensional feature vector that includes the 3D position
and the surface normal of the contact. The vector could
potentially be extended with additional information, such as
forces and friction coefficients. However, this information is
often not readily available to the robot. The label is positive
Y; = 1 if the interaction is occurring between the objects
for the corresponding sample, and zero otherwise. As object
interactions are generally not mutually exclusive, the robot
can learn to predict multiple interactions between objects by
learning a separate classifier for each one.

B. Related Work

Learning object interactions is an important ability for
robots to define symbolic states of objects [30] [31]. For ex-
ample, Kulick et al [20] proposed an active learning approach
for determining relational symbols between objects based on
their relative positions and geometric properties. Rosman and
Ramamoorthy [28] learn spatial relations between objects,
e.g. on and adjacent, using k-means classifiers based on the
normals of the contact points. Sjoo et al. [29] learn to select
relevant features for determining spatial relations between
objects using an automatic relevance determination approach.

Learning object interactions can also be used to predict
whether the environment affords a certain manipulation.
Jiang et al. [17] proposed a method for classifying locations
to place an object based on local geometric features of the
scene. Hermans et. al [11] learned locations on objects for
pushing based on their overall shape and the local geometry
around the pushing point. A considerable amount of work
has focused on learning grasping interactions. The quality of
a grasp depends on the contacts made between the hand and
the object [3], [27]. Suitable contact points are often learned
implicitly based on the local shape of the object [8], [12],
[19] or tactile data [22], [2]. The robot can also attempt to
explicitly model the locations of the contact points [7], [18].
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Fig. 2. The figure illustrates the different types of contact distribution
representations used by the compared methods. The red and blue dots
represent contact elements from two different grasps. The gray lines
represent partitions of the space of contacts into discrete parts. The gray
dots represent cluster centers. The ellipses represent Gaussian distributions.
The red and blue dots on the left side are closer together than on the right.
As a result, these contacts tend to cause the distributions to overlap more,
which increases the similarity between the samples.

Thus, the robot ignores changes in the object’s shape or the
tactile readings that do not change the contacts.

The problem of classifying sets of contact points is closely
related to multi-instance classification [1] and set classifi-
cation [25] problems. However, these problem formulations
generally assume that each element is associated with a class
label, and the sample’s label is defined by the proportions
of the element’s labels. This assumption does not hold
for classifying sets of contacts, as the interactions often
rely on the relationships between different contacts. Hence,
many multi-instance and set classification methods are not
applicable to this problem.

Many of the representations evaluated in this paper are
based on probability density estimates, e.g., histograms,
Gaussians, and kernel density estimates. These similarities
are a result of modeling the proportion of contacts in different
regions of the element space R?, and should generally not
be interpreted as actual probability distributions.

II. CONTACT DISTRIBUTION REPRESENTATIONS

In this section, we present three different types of ap-
proaches for representing contact distributions. In Sections
II-A and II-B, we present methods based on bag-of-feature
and probability product kernels respectively. These represen-
tations are used together with classifiers, such as logistic
regression, to predict interactions between sets of contacts.
In Section II-C, we explain the random forest approach,
which automatically creates features for representing sets
of contacts. An overview of the different representations is
shown in Fig. 2.



A. Bag-of-Features

The first approach is based on the Bag-of-Features method.
This approach involves computing a histogram over the
elements of a sample, and then using this histogram to
classify the sample.

In order to use a bag-of-features representation, we first
compute a dictionary D of n prototypical elements D =
{Z1,%2,..., %5}, & € R These prototypes & represent the
bins of the histogram according to a Voronoi decomposition
of the space of elements R?. The prototype elements are
often computed by performing k-means clustering to the
set of all elements in the training set. In our experiments,
we computed the set of prototype elements using k-means
clustering.

Assigning an element to the nearest neighboring prototype
can result in discretization effects, wherein small amounts of
noise can drastically alter the assignment. In order to reduce
the discretization effects, we employ a soft assignment of
the elements to the bins. The weight of the jth bin for
representing the ¢th sample is thus given by
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where ¥, is a diagonal matrix of d squared length scales
corresponding to the dimensions of the elements, and the as-
signed weights are inversely proportional to the exponential
of the distance to the respective prototype. The distribution
over elements in X ; can then be described by a feature vector
¢(X;) € R where the jth component of the vector is
given by P;(X;), and the last component is a constant bias
term of 1.

Rather than directly using the histogram weights as fea-
tures, the robot can also use a exponential x? kernel [13] for
comparing the histograms of different samples. The kernel
is given by

Pi(X;)=

n

by (X3, X;) = exp (‘ (X))~ P(X,)) )

(P,
0.5(P(X;) + Pi(X))

=1

This kernel is often used to compare histograms in computer
vision [30], and has also been used to learn locations on
objects for pushing [11].

Having defined a feature vector and a kernel for represent-
ing the contact distributions, the robot can now use them to
classify interactions from contacts using standard classifiers.
In our experiments, we use logistic regression and kernel
logistic regression as basic classifiers.

B. Probability Product Kernels

Instead of a histogram, the distribution over elements in a
sample can also be represented by a kernel density estimate
or a Gaussian distribution. These distributions can then be
used to compute probability product kernels (PPKs) between
samples [14]. By directly comparing the distributions, these
approaches avoid the need for computing a dictionary of
prototypical elements.

)

Fig. 3.
with the ReFlex hand for comparison [26]. The object set was selected to
contain objects with primitive and complex shapes.

The set of objects used for the real robot experiment, together

The first PPK is based on a Gaussian representation of
the distribution of elements within a sample. Hence, each
sample X; is represented by a mean p;, € R? and a
covariance matrix ¥; € R%*? We used the maximum-
likelihood estimate to compute the mean p,;. The covariance
matrix 3; is given by the maximum likelihood estimate of
the covariance of the elements in the sample X ;, plus the
diagonal length scale matrix 3. In this manner, the matrix
3o defines the similarity between individual samples.

After representing the samples by Gaussian distributions,
the robot can compute the Bhattacharyya kernel [15] between
the samples

k(X X,) = [ VAl 500N l; 2

This kernel has a value of 1 if and only if the two distri-
butions are equal, and it tends towards zero as the overlap
between the distribution decreases. The kernel value can be
computed in closed-form as

kB(Xia X]) = C’exp (_M/4) )
where the values of C' and M are given by
A 1/2

C =052 [z, 74 74,

M= pl S 4 p] 25y — p" S
The vector fi is given by 1 = E;lp,i + Z;lp,j, and the
matrix 3 is computed as X = (3; ' + 2 1) 7L

The second PPK is based on a kernel density estimate of

the distribution of elements. This approach is computation-
ally more expensive, but allows the robot to capture more
details of the distribution than a single Gaussian can. The

distribution over elements for the ith sample is therefore
given by

pi(@) =n; 'Y 27 exp(—0.5(x — @) By (@ — @),
j=1

where z is a normalization constant, and 3, is again a
diagonal matrix of d squared length scales corresponding to
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Fig. 4. The results of the simulation experiments with large training

sets. The comparison includes bag-of-features (BoF), the exponential chi-
squared (Expx?2), the Bhattacharyya kernel (Bhatt), the normalized expected
likelihood kernel (NEL), and the random forest (Forest) approaches. The
error bars indicate one standard deviation.

the dimensions of the elements. We then compute a kernel
between two samples as

[ pi(=
\/fpz x)p;i(x dw\/pr x)p;(x

This kernel is closely related to the Cauchy-Schwarz diver-
gence between probability distributions [16], and also has a
value between 0 and 1. The integral [ p;(xz)p;(x)dz is the
expected likelihood kernel [15], which we compute as

ke (X, X;)
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We therefore refer to this kernel ko as the normalized
expected likelihood kernel. The normalization factors z do
not need to be computed, as the numerator and denominator
values cancel each other out when computing the kernel
function.

This kernel allows the robot to directly compare the
different elements between different samples, but is therefore
also more computationally expensive. In our experiments, we
again used kernel logistic regression to learn classifiers with
the probability product kernels.

C. Random Forests

The third type of approach is to use a variant of random
forests to classify the samples. Random forests employ an
ensemble learning approach, and consist of multiple random
trees. Each random tree is a separate classifier that provides
a vote for the label of an input sample. The label with the
majority of votes is then assigned to the sample. The trees
are trained by randomly creating sets of tests for splitting
the samples.
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Fig. 5. The results of the simulation experiments with small training

sets. The comparison includes bag-of-features (BoF), the exponential chi-
squared (Expx?2), the Bhattacharyya kernel (Bhatt), the normalized expected
likelihood kernel (NEL), and the random forest (Forest) approaches. The
error bars indicate one standard deviation.

Each tree starts with a single node, i.e. the root node,
which contains all of the training samples. In order to split
the node, x random tests are generated and evaluated. In
order to handle sets of elements, we use a two-stage test
for splitting the samples. The first stage is the selection
stage. The robot first selects a random direction § € R? and
projects all of the elements in the node into this dimension.
The robot then uniformly samples a threshold 7 in the range
of the projected elements. In this manner, the robot separates
the space of elements into two halves. The sample X; now
has n;o elements above the threshold and n;; elements below
it, such that n; = n;9 + n;1. Each sample can therefore be
described by the proportion of samples above the hyperplane
n;1/n;. The robot then uniformly samples a second threshold
v in the range of these values. The test is considered positive
for sample X; if n;;/n; > v, and negative otherwise.

Once the k tests have been generated and the samples
evaluated, the robot selects the test that best divides the
data. There are various criteria that one can use to select the
test [5]. In our experiments, we used the variance reduction.
Given that the test divided the samples into a positive set of
samples T and a negative set i, then the test’s score is

|777 | Varzén (Y)

where |7| is the cardinality of the set 7, and Var;c,(Y;) is
the variance of the labels Y of the set. This score encourages
the robot to use tests that divide the samples into subsets that
have similar labels.

After selecting the test with the highest score, two child
nodes are created. The first child node receives the positive
samples of the test, and the second node receives the negative
samples. A child node is split further if it contains more than
a samples. If the new node contains less than a samples, then
it is considered a leaf node. A leaf node is assigned positive

Score(d, 7,e,v) = }77+| Var; e+ (Y
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Fig. 6. A side view of all the estimated contacts that were gathered in the
robot experiment. The thumb of the hand is on the left, the index and middle
finger on the right. The contact positions are shown in red, and the normals
are indicated by the corresponding blue lines. The contacts are defined in
the hand’s reference frame.

value Y = 1 if at least half of the samples within it are
positive, and negative otherwise.

Rather than learning a single decision trees, a random for-
est learns a set of p trees. In order to classify a new sample,
each tree first classifies the sample separately. Starting at the
root node, the sample is evaluated by the node’s test and is
passed onto the first child node if the test is positive, and
the second child node if it is negative. The sample is passed
on until it reaches a leaf node. The label of the leaf node Y
indicates the tree’s vote for that tree. The random forest then
assigns the label with the majority of votes to the sample.

III. EXPERIMENTS

The methods presented in Section II were evaluated on
both a simulated and a real robot grasping task. Grasping
is a challenging benchmarking task, as the success of a
grasp depends on the interactions between multiple contacts
between the hand and an object. In both experiments, the
robot had to predict whether a grasp was successful based on
the detected contacts. The simulation and robot experiments
are detailed in Sections III-A and III-B respectively, followed
by a discussion of all of the results in Section III-C.

A. Simulated Grasping Experiment

The simulated grasps were obtained using Grasplt [23]
and the Columbia Grasp Database [10]. This experiment was
strongly inspired by the work of Dang and Allen in the con-
text of learning stable grasps [7]. We used a simulated Barrett
hand to collect 2000 grasps from 19 classes of everyday
objects, including mugs, knives and other household objects.
The epsilon € and volume v grasp metrics were computed for
each grasp [24], [9], [21]. A grasp was considered successful
if and only if it achieved both € > 0.07 and v > 0.1. The task
can therefore be interpreted as predicting whether a set of
contacts will result in high grasp metric values. This success
criterion resulted in 900 successful and 1100 failed grasps.

The robot was provided with the 3D positions and normals
of all of the detected contacts between the object and the
hand, resulting in d = 6 dimensional contact elements.
For the length scale of the contacts we used o, = 36.45
for the position, as suggested in [7]. For the normals, we
set the length scale to o, = v/0.5, such that orthogonal
normals are 20, apart. For the random forest approach

(Forest), the contact data was scaled according to these
values. We also used p = 30 trees, x = 20 random tests
per split, and o = 4 or less samples per leaf node. For
the evaluation with 100 to 1000 training samples, we set the
prepruning parameter « to five percent of the training sample
size. For the bag-of-features (BoF) and the exponential chi-
squared (exp x2) approaches, we used the length scales
for the soft assignment of the contacts to the dictionaries,
with a Gaussian weighting function. In order to create the
dictionary, we used k-means clustering, with & = 64, applied
to all of the collected contacts. For the bag-of-features
representation, we also normalized all of the features as
part of the preprocessing. For the Bhattacharyya (Bhat) and
normalized expected likelihood (NEL) kernels, we used the
length scales to define the variances 3y of the individual
contacts.

The methods were evaluated using ten-fold cross-
validation, with each fold having a test set of 200 grasps. The
training sets were then randomly sampled from the remaining
1800 samples. For each fold, 10 separate classifiers were
trained using different training sets, and their results were
averaged. In this manner, the effects of the training set
sampling are reduced. For the dictionary-based methods, a
new dictionary was also computed for each set of these 10
classifiers.

The results of the simulated experiment are shown in Fig. 4
and Fig. 5. The figure shows the effects of the size of the
training set on the accuracy of the different classifiers. When
using 1000 training samples, the best results were obtained
by the three kernel methods, which all achieved an accuracy
of 81%. These were followed closely by the random forest
approach, with an accuracy of 80%, and then the bag-of-
features approach, which obtained a 78% accuracy. These
results are comparable to those of Dang and Allen [7],
which achieved an overall accuracy of 81.0% based on 24640
training examples, using a similar set of objects and the same
success criterion.

B. Robot Grasping Experiment

The second experiment evaluated the methods using a
set of 200 grasps collected with a real robot. The grasp
attempts were taken from 50 different objects, shown in
Fig. 3. The object set consists of objects with primitive and
complex shapes. Many of the objects are from the YCB
object database [6].

The robot’s arm consists of a Kuka lightweight robot
arm, and a three-fingered Right Hand Robotics ReFlex
hand [26]. Both the arm and the hand are compliant. The
hand is equipped with TakkTile sensors in the palm and
along the fingers. Contacts were detected by thresholding
the sensor values, and the contact’s positions and normals
were estimated using the forward kinematics of the hand.
A cylindrical preshape was employed for all of the grasp
attempts. The robot used a guarded motion to close the
fingers. A side view of the detected contacts is shown in
Fig. 6. Incorporating the normals of the contacts allows the
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Fig. 7. The results of the real robot experiments. The comparison

includes bag-of-features (BoF), the exponential chi-squared (Exp x?), the
Bhattacharyya kernel (Bhatt), the normalized expected likelihood kernel
(NEL), and the random forest (Forest) approaches. The error bars indicate
one standard deviation.

robot to more easily distinguish contacts on the thumb from
those on the opposing fingers.

The contacts were recorded after the robot attempted to
grasp the object, but before trying to lift it. A grasp was
considered a success if it could be used to firmly lift the
object from the table. If the object slid out of the hand, or
turned by more than 30 degrees during the lifting process,
it was considered a failed grasp. The objects were placed at
different positions and orientations on the table by the human
operator. Grasp attempts that failed to make contact with the
object were ignored as they would be trivial to label. This
approach resulted in a total of 119 successful and 81 failed
grasps. The robot was not provided with any information
regarding the objects’ shapes, masses, or material properties.

The position length scale was set to o, = 4.2lcm.
This value corresponds to the length used in the simulated
experiment, scaled according to the finger spans of the
simulated and real robots. The length scale of the normals
was kept the same o,, = 1/0.5. The dictionary size was kept
the same k& = 64, as in the simulation experiment. For the
random trees, we set the parameters again to p = 30, k = 20,
and o = 4. The 10-fold cross-validation was again performed
in the same manner as in the simulated experiments, except
with a test set of 20 samples for each fold. The results of
the experiment are shown in Fig. 7. In Fig., 8, we show
the results of using only the position, and not the normal
information.

C. Discussion

When we take the results of both the simulated and the
real robot experiments into account, we can identify certain
trends in the methods’ performances. The random forests and
the NEL kernel approaches achieved high accuracies in the
simulated experiment, using relatively few training samples.
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Fig. 8.  The results of the real robot experiments using only the po-

sition information. The comparison includes bag-of-features (BoF), the
exponential chi-squared (Exp x?), the Bhattacharyya kernel (Bhatt), the
normalized expected likelihood kernel (NEL), and the random forest (Forest)
approaches. The error bars indicate one standard deviation.

With the adaptive basis functions of the random forest, and
the flexible KDE representation of the NEL kernel, these
methods can both capture a lot of details of the contact
distributions. These details allow the methods to differentiate
between successful and failed grasps more accurately when
using the exact contact information from the simulation. For
the real robot experiments, these two methods also achieved
high accuracies given a small training set, but did not surpass
the other methods as in the simulated experiments. This
suggests that these methods may be overfitting slightly to
the more noisy real robot evaluations.

In comparison, the exponential y? kernel and the Bhat-
tacharyya kernel achieved the best results for the real robot
experiments. Both of these kernel methods use more coarse
approximations of the contact distributions, i.e. a dictionary
of elements and a single Gaussian respectively. These coarser
representations may be more robust to the noise in the real
robot data. The bag-of-features representation tended to learn
the slowest overall, and it achieved the worst performance
on the simulated experiments. This method is however the
fastest to compute, and therefore presents a tradeoff between
computation time and accuracy.

Overall, the differences in performance between all of the
methods were minor. The performances of some of the meth-
ods could potentially be increased by tuning their respective
hyperparameters. However, given that the accuracies in the
simulated experiment are close to these reported by Dang
and Allen [7] with tens of thousands of grasps, the robot
may also be reaching a performance limit for this type of
representation, i.e., the distribution of contacts.

As one would expect, the accuracies for the real robot
experiments are lower than for the simulated grasps. How-
ever, considering the variety of shapes, masses, and material



properties of the grasped objects, a 5% reduction in accuracy
is fairly small. In order to achieve higher accuracies, the
robot should take into account additional object attributes,
such as the material properties, and the object’s mass distri-
bution. For improving the overall performance, evaluating the
hyperparameters of the different methods also seems promis-
ing and could show a more varied performance between the
kernel-based and random forest methods.

When comparing Fig. 7 to Fig. 8, we can see a drop in
performance of approximately two percent when excluding
the contact normals. Including the the normal information
allows the representations to distinguish better between the
thumb’s contacts and contacts on the opposing fingers, as
can be seen in Fig. 6. These additional details seem to help
the robot to classify the grasps more accurately.

IV. CONCLUSION

In this paper, we compared different representations of
contact distributions for predicting interactions, such as sta-
ble grasps. We presented methods based on bag-of-features,
probability product kernels, and random forests.

These methods were compared on both simulated and
real robot grasping tasks. The experiments showed that the
random forests and NEL kernels could capture finer details
of the contact distributions, while the Bhattacharya and
exponential y? kernels’ coarser representations were slightly
more robust to noise. The bag-of-features approach was the
slowest to learn, but was the fastest to compute, and thus
presents a tradeoff between accuracy and computation time.

The experiments also suggest that the robot should addi-
tionally take into consideration other object properties, such
as the material and center of mass, in order to further increase
the accuracy of these methods.
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